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Abstract

Each control chart pattern (CCP) has its own genmshape and various related features can représsrshape.
The shape features can represent the main chastéicteof the original data in a condensed fornffddént patterns
can, therefore, be efficiently discriminated basedhese shape features extracted from the cartteot plot. In this
paper, a feature-based heuristic approach is pegptigat can recognize nine main types of CCPsudiig the
mixture pattern. The important shape features deatified and extracted, and then, the heuristithenform of a
decision tree is developed based on discriminaaltyais of the extracted shape features.
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1. Introduction

Quality has now become one of the principal busirgtsategies and perhaps the single most impowatto
achieve business success in a highly competitibaglmarket.In order to manufacture products with the desired
quality, production processes need to be monitéwedny unnatural deviation in the state of thecess. Control
chart pattern (CCP) recognition is one of the mogiortant tools in statistical process control ($R€Cidentify
process problems. The observed variation of qualiigracteristics generally results from either ratwariation
(common cause) or specific variation (assignablesea due to materials, machines, operators etmmntdn causes
are considered to be due to the inherent natun@whal process and assignable causes of variatiour evhen the
process has been changed. Assignable causes iresht unnatural variation to the process, whicbudth be
identified and eliminated as soon as possible. Anab (NOR) pattern inX chart is indicative that the process is
operating under natural variation. }a charts, unnatural variations are signaled mainlgklyibition of eight types
of unnatural patterns, e.g. stratification (STéystematic (SYS), cyclic (CYC), mixture (MIX), ireasing trend
(UT), decreasing trend (DT), upward shift (US) almdvnward shift (DS) [1], as shown in Fig. 1. Alhet patterns
are either special forms of basic CCPs or mixethfoof two or more basic CCHRecognition of unnatural patterns
is a crucial task in SPC for identifying underlyingot causes. Traditionally, control chart pattehazse been
analyzed and interpreted manually. Over the yeaesyy supplementary rules, like zone test or ruesrlave been
developed to detect the CCPs [1, Rijtificial intelligence approaches, such as expgsatem, fuzzy logic and neural
network have been introduced as pattern classifiepattern recognizer. Several techniques have bésn
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developed in the knowledge-base design of the &gystems [3-5], such as template matching, Stistesting,
run rules and heuristic algorithms. Some reseascl&er7] have applied the concept of fuzzy sets medbership
functions to detect unnatural patterns. Artifigiglural network is the most popular pattern classds suggested by
Hwarng and Hubele [8], Cheng [9] and Guh and SFi0& Pham and Wani [11] and Gauri and Chakraborty [12]
have demonstrated that each control chart pati@srith own geometric shape and various CCPs caffibently
recognized using appropriately chosen shape featficen the CCPs. In this paper, a feature-basedidtieu
approach is proposed that can recognize all the miain types of CCPs including the mixture pattérhe
important shape features are identified and exthacand then, the heuristics in the form of a decidree is
developed based on the discriminant analysis ofettteacted shape features. The recognition perfocamaf the
heuristic is extensively studied using simulatettgra data and the results show that it is prorgidor real time
process application.
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Figure 1:Nine types of basic CCPs

2. Extraction of shape features

For the control chart plot and extraction of théated features, a moving observation window of diréas
considered here. Shape features of control chaitrpa can be extracted from different considenatifi 3] and
many of them may be highly correlated. HoweverpadgCCP recognizer should be capable to differenpatterns
with high accuracy using a minimum number of feasuand the correlation among those features shoeuls low
as possible. Lower is the association among theifes, higher will be the prediction stability [14eeping this in
mind, a set of seven features which are havindyfiw correlation among them is chosen heké.these features
are extracted assuming that a sampling intervéthéncontrol chart plot is represented by a linéstadce,c=1c.
These features along with the mathematical expmesdor their extraction are enlisted below:

a) Sign of slope of the least square (LS) line repriisg the overall pattern (SB):

The SB can be viewed as a categorical variable, which @ if the value of the expression,

Zi'ilyi (t; —f)/ZiNzl(ti -1)? is negative and ‘1’ otherwise, whereztic (i = 1,2,3,...,N) is the distance &t fime

point of observation from the originj€a constant linear distance used to represeivea gampling interval on the

control chart plot, yis the observed value of a quality characteristtds time point, N is the size of the observation

window andt = YN, t;/N.

b) Ratio between variance of the data points3S&hd mean sum of squares of errors (MSE) of thdihS
representing the overall pattern (RVE):

RVE =[S} (v =9 /IN-DVH = (v -9)% = (S yi (4 ~ 1)/ (4 -1)2HIN -2)] @
c) Area between the overall pattern and the LS lirérgerval in terms of SBALSPI):
ALSPI=[ALS/(N -1)/SD?; SD=[¥N,(y; - ¥)?/(N-1)['? @

where, ALSis the area between the pattern and fitted LS [irfee value of ALScan be easily computed by
summing the areas of the triangles and trapezitatsare formed by the LS line and overall pattern.
d) Proportion of the sum of number of crossovers tame and LS line (PSMLSC):
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PSMLSC= yN1(0; +0})/2N @)

where,O; =1if (Y; —Y)(Yi«1 —Y) <0;otherwise,O; =0 and Y is the mean value ol data points, an®; =1

if (Yi =Y, )(Yisa —Yiaa) <O; otherwise,0; =0 and y! is the least square estimate fiata point.

e) Range of slopes of straight lines passing throughpair-wise combinations of midpoints of four efua
segments (SRANGE):

SRANGE= maximum(s; ) —minimum(sy); (=1,2,3; k=2,3,4j<k) (4)

The feature SRANGE is extracted after predefinegmemtation of the observation window into four dqua
segments. The behavior of the process in a segmegpiresented by the midpoint of the segment. Tsigrstraight

lines are drawn passing through the midpoints es¢hfour segments iﬁ:‘z1 ways. In the above equatiorny s

represents the slope of the straight line passirmigh the midpoints of'jand K' segments.
f) Ratio of mean sum of squares of errors of the b8 fitted to overall data and average MSE of thelih&s
fitted to six subsets of N/2data points (REAE):

REAE = MSE/[3; MSE; /6];  (1=1,2,3; k=2,34j<k) (5)

The feature REAE is extracted after fitting thellrfes to the combination of N/2 data points obtdifrem the four
segments in 6 ways. In the above equation, M8Ehe mean sum of squares of errors of the LSfittex to the
observations in‘jand K' segments.

g) Sum of absolute slope difference between the L8 hepresenting the overall pattern and the LS lines
representing patterns within two criterion-baseghsents (SASDRE):

SASDPE=3L[B-B|: B =Xy, (i ~D/xh(u =07 ©

where, B is the absolute slope of the LS line repméing the overall pattern angiB the slope of the LS line fitted
to j" criterion-based segment. Here, the defined criteisominimization of the pooled mean sum of squarkes
errors (PMSE) of the two LS lines fitted to the taegments. Assuming that at least 8 data pointseggred for
fitting a LS line, the LS lines are fitted to alfliet possible two segments and the segmentation viddals to the
minimum PMSHs chosen.

Table 1 shows the values of pair-wise correlatioafficients among the selected seven features caddtom a

set of learning samples. The table reveals thatddgree of association between the selected stegerds is
considerably low.

Table 1:Pair-wise correlation coefficients between selesteape features

Selected feature  SBl RVE ALSPI PSMLSC SRANGE REAE SBRE
SB 1.00| 0.02] -0.00 0.24 -0.16 -0.09 -0.0%

RVE 0.02| 1.00f -0.26 -0.34 0.02 0.1 -0.0(
ALSPI -0.00| -0.26/ 1.00 -0.03 -0.34 -0.05 -0.4(
PSMLSC 0.24] -0.34 -0.03 1.00 -0.43 -0.37 -0.1p
SRANGE -0.16] 0.02] -0.34 -0.43 1.00 0.99 0.37
REAE -0.09] 0.16] -0.05 -0.37 0.59 1.00 0.13
SASDPE -0.05 -0.00 -0.40 -0.19 0.37 0.13 1.00

3. Generation of control chart patterns

Since a large window size can decrease the redogrefficiency by increasing the time required tetestt the
patterns, an observation window with 32 data pamtonsidered here. The equations along with tiieesponding
parameters used for simulating the nine basic GC&given in Table 2. The values of different pasters for the
unnatural patterns are randomly varied in a unifonenner between the limits shown. A set of 900M(QX®)
sample patterns are generated from 1000 serigarmdard normal variatéddultiple sets of learning samples as well
as test samples are required to rigorously evaliteecognition and generalization performancéhefheuristic-
based CCP recognizer that is developed based msetbeted set of shape features. In this papesetsxof learning
and six sets of test samples of size 9000 eaclyemerated for the purpose of experimentation. @iffierence

between these twelve sets of sample patternstiseimandom generation of standard normal variatevatues of
different pattern parameters within their respectimits.
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4. Experimentation

In this paper, a feature-based heuristic (decitie®) that can recognize all the nine main tydeS8©@Ps including
MIX pattern is developed using discriminant anay&vailable in STATISTICA software) of the selattgeven
shape features. Tree-structured classificationisdraminant-based univariate splits allows automattlection of
the ‘right-sized’ tree that has the optimal predictaccuracy. Discriminant-based univariate sgdits computed
using quadratic discriminant analysis as in QUEQUi¢k, Unbiased, Efficient Statistical Tree). Thegedures for
the ‘right-sized’ tree selection are not foolproodit at least, they take the subjective judgmenibthe process of
choosing the ‘right-sized’ tree and thus avoid fofiing’ and ‘under fitting’ of the dataDiscriminant analysis
includes a number of innovative features for imjpngwthe reliability and efficiency of the classéiion tree that it
computes.

Each set of the learning samples is subjectedealdssification tree analysis using discriminamdlgsis with the
following parameters: (a) prior probabilities foiffdrent patterns: proportional to class size, ifiiyclassification
cost of a pattern: equal for all the patterns,sfopping rule: prune on misclassification errop), ¥dlue of ‘n’ for
‘Minimum n’ rule = 5, (e) value o for ‘6 standard error’ rule = 1.0, (f) P- level for splriable selection = 0.05.
This results in six different classification tregising six heuristic-based CCP recognizers. Thesegnizers are
labelled as 1.1-1.6 in Table 3. The recognitionfqgremrance of each heuristic-based recognizer is thexuated
using all the six sets of test samples.

Table 2: Equations and parameters for controltghattern simulation

CCP Pattern parameters Parameter values Patteatiaqu
¢ Mean (v 80 4t
NOR » Standard deviatiorosj 5 Yizurho
STA » Random noiseq() 0.20t0 0.4 Yi =p+ro
SYS « Systematic departure (d) 1o to o Yy =p+ro+dx (1)
¢ Amplitude (a) 15 to2.% . _ o
cYe » Period (T) 8 and 16 Yi =p ¥ fio +asin(2iT)
* Process mean (m) 15to2.% yi =p+ro+(-1)"m
MIX
* Arandom number (b) |Otol W =0if b<0.4,w =1if b>0.4
uT » Gradient (g) 0.055t0 0.6 y; =pu+ro+ig
DT » Gradient (g) -0.16 t0 -0.0% y; =pu+ro+ig
Us « Shift magnitude (s) 1.50t0 2.5 Y, =p+ro+Kks;
 Shift position (P) 9, 17,25 k=1if i=P,elsek=0
DS « Shift magnitude (s) -2.5t0 -1.5% Yi =p+ro+Kks;
 Shift position (P) 9,17, 25 k=1if i=P,elsek=0

Note: i = discrete time point at which the pattern is samhie 1,2,3,...,32),
r; = random value of a standard normal variatd'dirne point, and
i ¥ sample value af'itime point.

5. Results and Discussions

Learning and verification performances of the siape feature-based heuristic are shown in Tablkeigobserved
that the recognition performance is quite satisfigctThe overall mean percentage of correct recmmbbtained
by the recognizer at the training and verificat{oacall) phases are 93.96% and 92.97% respectilteipay be
noted that the recognition performance at the ioatibn phase is lower than that as achieved dutfiegearning
phase. The percentage of correct recognition (meahre) at the verification phase ranges from 92.58%3.84%.
The best heuristic-based recognizer in terms oistency of recognition performance is recognizember 1.2,
and its heuristic rules in the form of a classifica tree are shown in Fig. Zhe confusion matrix is a table
summarizing the tendency of the recognizer to dlassrecognized pattern into a correct class ¢o #ny of the
other eight possible (wrong) classes. The confusiairix, as given in Table 4, provides the overakan
percentage for confusion among the learning sanfplethe six feature-based heuristi¢sis observed that shift

patterns are often interpreted as trend patterdsvare versaand these patterns are the hardest to be classified
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correctly. Stratification patterns are the easiedbe classified (100%), followed by systematic.(®96), mixture
(97.27%) and cyclic (96.24%) patterméormal patterns are often confused with shift, drand cyclic patterns.
Table 3: Learning and verification performanceshefrecognizers

Recognizer Learning phase Verification phase
number Number of Correct Correct classification (%)
splits in tree | classification Mean Maximum Minimum Range
(%)
1.1 32 93.94 92.53 94.89 91.07 3.82
1.2 29 94.16 93.84 96.18 92.47 3.71
1.3 26 93.83 92.99 94.67 91.29 3.38
14 32 94.00 93.26 95.73 92.18 3.55
15 31 93.96 92.67 95.04 91.14 3.90
1.6 34 93.89 92.54 95.03 91.59 3.44
Overall mean 93.96 92.97 Overall range 5.11

AT SPT<= 90079
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Figure 2:Classification tree for recognition of control chpatterns
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Table 4: Confusion matrix

True pattern Identified pattern class

class NOR STA SYS| CYC| MIX uT DT us DS

NOR 91.80 0.47 0.63 1.10 0.03 1.83 1)37 1.601.17
STA 0.00| 100.00 0.0p 000 0.00 0.p0 0J00 0.00.00
SYS 0.57 0.0 99.00 0.00 0.23 0.p7 0j00 0.13.00
CYC 2.00 0.000 0.00 9624 010 0.83 0/50 0,100.73
MIX 0.17 0.00/ 0.33 050 97.2f 0.87 053 0J100.23
uT 3.03 0.00] 0.23 0.1y 0.27 89.20 0.20 7/000.00
DT 2.73 0.00] 0.1( 0.4y 0.07 0.00 92,00 0[004.63
us 0.80 000 007 013 0.07 837 0/00 90.500.06
DS 2.10 000 007 203 0.07 000 6J10 0.089.63

6. Conclusions

A feature-based CCP recognizer in the form of asitat tree is developed based on seven extractguesieatures
from the CCPs. The features are extracted from lzsergation window of considerably smaller size dhe
developed recognizer can recognize all the ning smamonly observed CCPs including mixture patt8ince the
extraction of the features, as considered in thjgep, does not require users’ input in any forre, &ICP recognizer
is fully automaticIn this paper, various features are extracted @ suway that their values become independent of
the process mean and standard deviation. Thus,fehtsire-based CCP recognizer can be applicablanto
manufacturing process. Simulation studies reveal the performance of the developed CCP recogiézquite
promising.Future research should address the situations whetiple unnatural patterns exist concurrently (&g
trend with a cyclic behaviour). The discriminantabsis-based CCP recognizer can be linked with aliQu
Information System (QIS) which, based on the idettiabnormal patterns and pattern parametersjduititify the
assignable causes for process variation.
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